
A Data-Structure Metaphor for Visualisation

Within the philosophy of information the method of (levels of) abstrac-
tion dictates to a large extent what counts as good philosophical practice
by requiring that acceptable questions and correct answers should always
be formulated at a specific level of abstraction rather than independently of
any level of abstraction. The epistemology that corresponds to this meta-
philosophical position emphasises the role of models for our knowledge,
but does not presuppose that some or all properties identified by a model
should represent properties of the system that is being modelled. Instead,
it is only assumed that the relevant properties are attributed to the system
in question (Floridi 2011).

In this talk I want to leverage this view on modelling that remains
neutral with respect to the representational role of models to relate the
practical and theoretical understanding of visualisation in the fields of sci-
entific visualisation, information visualisation, and visual analytics to how
the epistemic and inferential role of models in science is conceptualised
within the philosophy of science. The apparent lack of room for interac-
tion between the latter two perspectives on visualisation cannot solely be
retraced to their respective emphasis on the visualisation (and more gener-
ally modelling) of data and the visualisation and representation of systems
or phenomena, and deserves a deeper inquiry. This is important because
scientific visualisation, information visualisation, and visual analytics deal
with scientific practices that are relevant to the philosophy of science, and
indeed essential to gain a better understanding of data-intensive science.

As a preliminary, I want to describe a data-structure metaphor for vi-
sualisation (a suggestion already present in Larkin and Simon (1987), but
also akin to certain theoretical frameworks that are used to study and de-
velop data-visualisation methods (Silver 1995, Purchase et al. 2008)) as an
addition or complement to the method of abstraction that extends our abil-
ity to reason about the flow of information between systems and models,
or between different models, with the means to describe how the informa-
tion encoded in our models is stored, and how it can be accessed, mod-
ified, and more generally by made available to algorithms. This can be
used to account for the computational role of visualisation, and extends
prior work on information-theoretic foundations of visualisation (Chen and
Floridi 2013).

The main part of the talk is diagnostic, and is meant to gain a bet-
ter understanding of what I think is the main difference in focus in vi-
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sual analytics and related fields, as opposed to how the epistemology of
visualisation is conceptualised within the philosophy of science, namely
visualisation as a computational process (Chen and Golan 2015) versus vi-
sualisations as computational tools or tools for inference. This divide is
particularly clear if we contrast the emphasis on visualisation pipelines,
workflows and processes with the place accorded to visual artefacts like di-
agrams, drawings and other finished products in much of the philosophical
literature (Stenning 2002, Kulvicki 2010, Bolinska 2015).

In a last part I sketch how a data-structure metaphor together with
insights from the method of abstraction could help us to reconnect com-
putational with epistemological and inferential concerns in the context of
scientific visualisation.
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