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Hard and Soft Logical Information

Abstract

In this paper I use the distinction between hard and soft information from

the dynamic epistemic logic tradition to extend prior work on informational

conceptions of logic to include non-monotonic consequence-relations. In par-

ticular, I defend the claim that at least some non-monotonic logics can be un-

derstood on the basis of soft or “belief-like” logical information, and thereby

question the orthodox view that all logical information is hard, “knowledge-

like”, information.

1 Introduction

Logic deals with specific classes of truths and truth-preserving relations, namely the

necessary and formal ones. Within an informational conception of logic, this claim

translates to the thesis that all logical information is hard information—the kind of

information we more readily associate with knowledge than with belief. The upshot

of this paper is to develop an account of logic within which we can theorise about

hard, but also about soft logical information—the belief-like logical information that

shapes ampliative inference. The resulting inflation of what counts as logical infor-

mation is not meant to deny the distinction between deductive or truth-preserving

and ampliative or merely plausible styles of inference, but instead proposes a philo-

sophical account of logical consequence that accommodates several styles of in-

ference (or indeed, informational practices) within a single conceptual framework.

This goal is worthwhile on its own (and fills a void in the current literature),1 but

it is also indispensable if we want the philosophy of logic to remain relevant to the

wide variety of practices in contemporary logic.

1Existing work in this domain generally addresses different questions, like the study of the struc-

tural properties of nonmonotonic consequence (Gabbay 1994), the place of defeasible inference in

our epistemic and practical lives (Gabbay and Woods 2003; 2008, Horty 2012), or the formal inte-

gration of the diverse systems of non-monotonic logic (Makinson 2005, Strasser 2014).
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As a contribution to the philosophy of logic and the philosophy of information,

the present paper does not as such contribute novel formal results about existing

logical systems nor does it present any new systems. Instead, it uses known results

to develop a philosophical account of logical consequence, and in particular does so

by relying on insights from logics for multi-agent systems, dynamic epistemic logic,

and non-monotonic logics that are only very rarely taken into account in philosoph-

ical discourses and are (unfortunately) largely absent from debates on the nature of

logical consequence.

Before the proposed account of hard and soft logical information can even be

formulated, a substantial amount of groundwork must be laid, and the broader con-

text of the present proposal must be sketched.2 In particular, I should clarify what I

mean by an informational conception of logic, and explain how I’ll use the concepts

of hard, soft and logical information, and fit these into the broader framework. This

material is covered in Sections 2 (the basics), 3 (hard and soft information), and 4

(logical information). These three sections are largely independent of each other,

and come in support of Section 5 where I defend the central thesis that at least

some soft information can be described as a kind of logical information because

it encodes norms or criteria for consistency, non-triviality and consequence, and

provides the basis for reliable informational interaction.

2 An informational account of logic

Information is a notoriously polymorphic concept, and explaining how it relates to

logic is an equally controversial issue. As used here, information is best understood

in connection to (and as the outcome of) successful modelling, where a model is the

result of adopting a level of abstraction that lets us focus on an explicitly defined

set of features, called observables, of the system under consideration. If we want

to explain the relation between logic and information on the basis of this idea, it is

convenient to see

• modelling as the process of situating a system within a logical space, and

• a logical space as an abstract structure that formalises the distinctions af-

forded by the adoption of a level of abstraction.

Truth-tables for propositional logic are one of the most basic examples of such a

logical space. If the system we want to model is some (possibly non-strict) part of

reality and we care only about whether in this part of reality p and q hold, then

2Given the substantial deviations from current logical orthodoxy, I have had to sacrifice brevity

and conciseness to eliminate external dependencies.
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the relevant logical space can be represented as a 4-line truth-table. Situating the

system within that logical space can then be understood as the selection of one or

more lines of that truth-table that are in agreement with the data (understood as

constraining affordances; see Floridi 2011b, 76) obtained from the system.

From a formal point of view, it is also useful to extend this proposal with an

explicit distinction between the meta-language we use to characterise a logical space

(often a set-theoretic language) and the object-language we use to formulate theo-

ries about a given system or to describe individual models of that system. In some

cases, this implies that not every subset of a logical space can be exactly described

by the object-language, or that two distinct elements of a logical space are indistin-

guishable from the standpoint of the object-language.

From a philosophical point of view, it should then be emphasised that when we

adopt a level of abstraction, and situate a system within the logical space afforded by

that level of abstraction, we are in the business of attributing properties to a system

(Floridi 2011b, Chapters 3, 8 and Floridi 2011a). As a consequence, we posit possible

states of that system as well as the corresponding distinctions between these states

in accordance with the level of abstraction we adopted. We may therefore say that

a logical space supplies the propositions or properties in terms of which a system

can be analysed, whereas the object-language determines which of these properties

can effectively be expressed and thus used to formulate a theory or reason about

a system. The constraints imposed by the language on what can be expressed are,

in this perspective, pragmatic (which properties/propositions can be used in our

theorising) rather than semantic or even ontological (which properties/propositions

exist in the logical space).

Given a logical space and an object-language, it is easy to see how we can think

of a logical consequence-relation defined over this object-language (and interpreted

in that logical space) as the logic that is associated with a given modelling practice.

That is, we can think of that logic as a set of standards or criteria for consistency,

non-triviality (two features of successful modelling), and valid deduction. Figure 1

(a generalisation of Floridi 2008, 230) below summarises the basic concepts used

above to connect logic to information.

The resulting perspective on logic agrees with how logical tools and methods

are often used, but departs from existing “logic-as-modelling” views (see Cook 2010,

§6 and Shapiro 2014, Chapter 2) in the sense that it does not take the modelling of

certain human linguistic practices, like deductive and argumentative practices that

use natural language, as the primary goal of any logical theorising. In particular,

the current proposal departs from the traditional view that logic should always be
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Figure 1: Levels of abstraction and logical spaces

understood and evaluated relative to such existing natural-language practices.3 It

does not, however, imply that natural language practices cannot successfully be

modelled, or that such modelling cannot be philosophically or scientifically fruitful.

When we think of the adoption of a level of abstraction as the specification of

a set of relevant observables, understood as predicates with their intended interpre-

tation, it seems obvious to identify levels of abstraction with the extra-logical part

of a language (the signature of a language) and the intended interpretation of this

part of the language. This is also the view presupposed by the earlier truth-table

example, and suffices to capture the fact that a language with more predicates is

1. more expressive (more can be said about a system), and

2. more discerning (more possible states of the system can be distinguished).

We can refer to (1) and (2) as informational virtues, features of a level of abstraction

that give us a better grip on the system we try to model.

	 	 	

Informational virtues are similar to theoretical virtues in the sense that, all else

being equal, more expressive and more discerning models and theories are prefer-

able. Other theoretical virtues like simplicity and parsimony, or indeed the need for

tractable logical systems, may, however, exert an opposite pull, and hence favour the

inclusion of fewer observables or the adoption of a less expressive logical system

3This suggestion goes against a long tradition in the philosophy of logic, but can be supported

by recent work of Michael Glanzberg that underscores the substantial abstraction and idealization

needed to connect the semantics of natural language to the model-theory that supports logical

consequence relations (Glanzberg 2015).
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(see also below). This gives rise to trade-offs between informational, computational

and other theoretical virtues, and it is only by taking into account the purpose of a

given inquiry that we can decide which virtues to favour and hence which level of

abstraction to adopt.

Expressiveness and discernibility do not only vary with the available observ-

ables (or, equivalently, with the signature of a language), but also with the purely

logical part of the language we use to describe models. Several examples of this

fact, which makes the informational perspective on logic thoroughly pluralist, can

be given. A textbook example is how first-order quantification drastically extends

the expressiveness of zero-order languages. More interestingly, sub-classical log-

ics also introduce distinctions that are beyond the reach of classical logic: Para-

consistent logics keep apart the different inconsistent theories that classical logic

identifies with the only inconsistent theory it can accommodate, namely the trivial

theory, whereas intuitionistic logic affords fine distinctions between constructively

true and merely weakly true theorems (i.e. doubly negated theorems) of classical

mathematics.4 At the more abstract level of logical spaces it is clear that with more

truth-values (one of many departures from classical logic) we immediately obtain

more possible assignments (think again about the lines in a truth-table) and hence

the possibility to entertain more possible states of the system under consideration.

Looking at distinctions afforded by a sub-classical logic by examining how it

shapes a logical space is doubly interesting. First, because it makes it explicit that

what counts as a valuable distinction depends on the system we’re looking at as well

as on our reasons for investigating that system. On this account, we adopt a given

logical space (and a language) because it provides us the conceptual (and semantic)

means to reason about the possible states of the system we have no good reason to

rule out. A second way of looking at the distinctions and possible states afforded

by a logical space circumvents the worry that our knowledge of the possible states

of a system is itself mediated by the level of abstraction we adopt, and points to

a crucial trade-off between the ability to make distinctions and the ability to draw

conclusions. Because richer logical spaces make room for finer distinctions, they

inevitably also make room for additional counterexamples. This means that finer

distinctions always come at a price. We have to give up certain inference forms as

well. With this in mind, it shouldn’t surprise us that the non-equivalence of p and

¬¬p in intuitionistic logic, or the non-equivalence of p ∧ ¬p and q ∧ ¬q in many

4Shapiro (2014, Chapter 3) describes the more elaborate example of Kock-Lawvere’s smooth in-

finitesimal analysis, a mathematical theory that is classically inconsistent (and hence trivial), but in-

tuitionistically consistent. (This is an interesting example because since Ex Falso is intuitionistically

valid, the relevant distinction is not a matter of paraconsistency, but of preventing the inconsistency

to arise in the first place.)
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paraconsistent logics are literally interchangeable with the invalidity of, respectively,

reductio ad absurdum and ex contradictione quodlibet.

These facts about logical spaces establish an inverse relationship between the

deductive strength and discriminatory power of consequence relations defined over

logical spaces, which in its turn suggests that the adoption of a logic (and hence

the adoption of a level of abstraction, or the construction of a logical space—the

interchangeability of these three should be evident by now) is primarily based on the

requirement to coordinate our need to draw fine distinctions, and our need to reach

interesting conclusions. Since this is more a pragmatic (i.e. purpose-relative) than an

ontological matter, the question whether a point in logical space matches a possible

state of the system loses much of its appeal. Even core logical requirements like

consistency are reduced to their bare minimum, namely absolute consistency or non-

triviality, which can either be motivated as a standard for successful construction

or as a corollary of the requirement that not all distinctions must be sacrificed to

reach more conclusions.

Logical spaces carve out informational contents, but these cannot at the same

time be contentfull and discerning. As a consequence, we cannot adopt a logic with-

out having to negotiate the trade-off between these two intuitively desirable, but

formally opposed informational virtues. Except for the two extremes (the trivial and

the empty logic, which correspond to an empty logical space and the set of all open

worlds), any option may be the right one for a given purpose. Although in the ab-

stract neither informational virtue is more important than the other, the best level

of abstraction need not be somewhere in the middle. This is why it is better to say

these virtues need to be negotiated rather than merely balanced, as the latter implies

a symmetry that is absent in most concrete situations. The more we know about the

system (the constraining affordances) and about our reasons for investigating that

system (the purpose), the easier it should become to break this symmetry.5

	 	 	

The metaphor of logical space is mathematically and conceptually very powerful, but

it is also philosophically suggestive (Stalnaker 1984, Rayo 2012). Indeed, talk about

logical spaces without a good story about its metaphysics is often considered highly

problematic. When it comes to the development of an informational semantics, log-

ical spaces are best seen as an abstraction of how we access and use information

(Allo and Mares 2012); a mathematical model of how available distinctions lead to

5From a pluralist perspective logic choice need not even be definitive or exclusive; not only can

choices be revised, but multiple logics could indeed be used in parallel for certain types of inquiry.

The description of the roles of first and second-order logic in the foundations of mathematics, as

described by Shapiro (2000), is an example of the latter case.
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a consequence relation that can fulfil its theoretical role without further metaphys-

ical support.6 The availability of a complementary purely syntactic perspective on

the inverse relation between deductive strength and discriminatory power provides

further evidence for the view that logical spaces need a logical or mathematical, but

not a metaphysical foundation.

The required connection can be described with the help of synonymy-relations.

This is a generalisation of equivalence-relations that was originally devised in Smiley

(1962) as a criterion for the definability of a connective in a given language. More

recently, Humberstone (2005) repurposed it to reason about logical discrimination.

Synonymy, in other words, is a criterion for sameness of information (in virtue of

logic) of formulas.7 Thus, we say that the expressions A and B are synonymous

relative to ` (henceforth, A ≡` B) iff:

C1(A), . . . , Cn(A) ` Cn+1(A) iff C1(B), . . . , Cn(B) ` Cn+1(B), (Syn`)

where each Ci(B) is the result of replacing zero, one, or more occurrences of A
in Ci(A) by B. On this account, synonymous expressions are expressions that can

freely stand in for each other without thereby affecting what can and cannot be

derived. As shown by Humberstone, the formal connection between deductively

stronger logics and the fudging of distinctions

`0⊆`1 iff ≡`0⊆≡`1

holds for a wide range of logics.8

On the account of logic presented in this section, a logic is an inherent part of a

level of abstraction because it co-determines which distinctions can be made. Con-

versely, the adoption of a level of abstraction cannot be dissociated from how we

choose a logic because available distinctions impact what follows from what. This

co-dependence is of particular importance when logical discrimination and deduc-

tive strength are inversely proportionate, since in those cases the choice of a level of

abstraction must be the result of negotiating between two important informational

virtues, namely the contentfulness and discerning nature of information.

6Compare with “I take abstract entities to be human constructions, the ability to create such

constructions being made possible by symbolic artefacts such as language and mathematics.” (Giere

2004, fn. 7).
7This generalises one of the requirements of adequacy for a theory of semantic content in Car-

nap and Bar-Hillel (1952, 7), namely that all L-equivalent sentences should be assigned the same

information.
8The typical case is one where synonymy and logical equivalence are co-extensive, but counterex-

amples can be found in substructural logics with equivalence-relations that are coarser than their

synonymy relations.
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3 Hard and soft information

Characterisations of logical consequence traditionally rely on a modal vocabulary—

even if its extension can be characterised in purely extensional terms—, and see the

modal profile of logical truth and logical consequence as one of its most distinc-

tive features: logical truths are necessary truths, and logical consequence requires

necessary truth-preservation. Using a more careful formulation, we could say that

logical consequence (and truth) deals with relative (and absolute) strict necessities

that hold in virtue of their logical form. Spelling out the nature of the underly-

ing modality (alethic, logical, metaphysical) as well as the precise way in which we

should understand the formality-requirement is particularly hard and the current

debate leaves much room for controversy.9 By comparison, the association with

strict modalities is, exactly like the association of logic with deductive inference I

mentioned earlier, less controversial; especially when necessity is understood for-

mally in purely quantificational terms rather than substantially.10 Indeed: necessity

is just what makes the conclusions of deductive arguments unavoidable, and hence

also what separates deductive from non-deductive inference.

Because modal distinctions are hard to use in an entirely neutral manner, I will

here adopt the concepts of hard and soft information as a means to clarify the dis-

tinction between the deductive and non-deductive realms of logic. This distinction

is commonly used in the field of dynamic epistemic and doxastic logics, where it

is used as a high-level distinction between knowledge-like and belief-like informa-

tion (Baltag and Smets 2008, van Benthem 2007). Here, it is attractive because of

its emphasis on information, but also because it unifies several features that sepa-

rate the deductive from the non-deductive. In particular, it captures the distinctions

between strict and variable quantification and necessity, between monotonicity and

non-monotonicity,11 and between static and dynamic aspects of information. Hard

information is information which, when held, can only be expanded, and, when

received, can only expand our information.12 Analogously, soft information is infor-

9Recent discussions of the modal aspect can be found in Rumfitt (2015, Chapter 3) and Cresswel

et al. (2016). On formality, see MacFarlane (2000), Dutilh Novaes (2011).
10On the distinction between substantive and non-substantive modality, see Rini (2013). The em-

phasis on necessity in Beall and Restall (2006) is in my view of the more formal kind, whereas the

objections against Tarski’s characterisation of logical consequence in Etchemendy (1990) requires a

more substantial view on necessity.
11In many cases, truth-preservation and monotonicity come and go together, but as shown by Re-

stall (2016) some nonmonotonic consequence-relations are truth-preserving. Applied to the present

context: some soft information—like safe belief —is more knowledge-like.
12It is tempting to see Moorean phenomena, the so-called paradox of serious possibility, and the

existence of unsuccessful updates (which can be linked to Fitch’s paradox) as counterexamples to
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mation which, when held, can still be revised in view of new information, and, when

received, is (often) conservatively aggregated with rather than dictatorially imposed

on one’s information.

Strict and variable modalities, and thus also hard and soft information, can be

distinguished at multiple levels. They can be defined at the meta-level by taking a

set of models (of a language) to be the relevant logical space. In that case we identify

the strict modalities with logical truth and logical consequence (truth, resp. truth-

preservation, in all models), and a relative variable modality with truth-preservation

in a selection (based on an ordering) of all models. They can also be defined at

the object-level by taking a single model (of a modal language) to be the relevant

logical space, with Kripke-style models as the paradigmatic example. In that case,

necessity and strict implication capture hard information, and various conditionals

capture soft information. Non-monotonic consequence (as opposed to various non-

monotonic conditionals) is a meta-theoretical notion, but can also be characterised

in the object-language. Technically, this has the advantage that we can characterise

all the relevant modalities in Kripke-style structures, while philosophically it has the

advantage that we can, first, rely on the analogy between knowledge and belief, and

hard and soft information, and, second, that we can distinguish between logical and

extra-logical hard and soft information.

	 	 	

To develop this further, let us take a combined modal logic of knowledge and belief

as a starting point. If we assume that knowledge and belief are both positively and

negatively introspective, and only differ in the fact that we can have false beliefs but

no false knowledge, knowledge can be characterised as an S5 modality and belief as

a KD45 modality. When complemented with principles that relate knowledge with

belief (e.g. to ensure that we believe everything we know), we obtain a combined

logic for highly idealised notions of knowledge and belief (Gochet and Gribomont

2006, §2). Since our present focus is the principled distinction between hard and

soft information, rather than the development of corresponding cognitively realistic

or sufficiently fine-grained accounts of information, several well-known problems of

this formalisation can provisionally be ignored. What I care about is an inherent lim-

itation of the characterisation of belief with KD45 operators. This is best explained

by introducing a first basic type of Kripke-models.

Definition 1 (KB structure) A KB structure is a 4-tuple M = (S,≈,→,‖·‖M), with

these features. This is mistaken, as the latter are essentially problems for purely syntactic charac-

terisations of the information held by an agent (especially the belief-sets presupposed by AGM-style

belief-revision theory).
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S a set of points, ‖·‖M a valuation-function, and ≈ and → binary relations over S
such that (i) ≈ is an equivalence relation, (ii) → is serial, transitive and euclidean,

and (iii) →⊆≈.

The following standard satisfaction-clauses are then sufficient to ensure that knowl-

edge ([≈]) and belief ([→]) have exactly the features we put forward:

M, s ð [≈]A iff [s]≈ ⊆ ‖A‖M (1)

M, s ð [→]A iff [s]→ ⊆ ‖A‖M (2)

with [s]≈ = {t ∈ S | s ≈ t} and [s]→ = {t ∈ S | s → t}, namely the semantic

propositions that correspond to an agent’s knowledge and belief. Remark finally

that the restriction of → to [s]→ is an equivalence-relation even though → isn’t in

general reflexive.

On this account, knowledge and belief are both captured by a strict modality:

the clauses (1) and (2) are both based on a universal quantification over accessible

states. If we want to characterise actual knowledge and belief, this is all we need: the

relations ≈ and→ encode exactly the information we need for this purpose. When it

comes to belief, this picture is however unduly restrictive, as→ does not encode the

revision-policy that is needed to account for the revisability of belief. Like ≈, the →
relation only encodes hard information. This clashes with the suggestion that belief

is a kind of soft information.

The above diagnosis leads us to a core feature of soft information: soft informa-

tion extends our hard information by further refining it. On the traditional account

of knowledge and belief, however, [s]→ restricts [s]≈ (and thus carries more infor-

mation) without refining it. A more general type of Kripke-model (based on Baltag

and Smets 2008) allows us to define [s]→ as a refinement of [s]≈.

Definition 2 (Hard/Soft Structure) An information structure for hard and soft

information is an 4-tuple M = (S,≈,≤,‖·‖M), with S a set of points, ‖·‖M a valuation-

function, and ≈ and ≤ binary relations over S such that ≈ is an equivalence relation

and ≤ is a pre-order that refines ≈ (s ≤ t only if s ≈ t).

The hard information available at s is defined as before by [s]≈, but the relation →
we used to characterise belief can now be defined in terms of the pre-order ≤:

s → t := t ∈ [s]≈ & ∀t′ ∈ [t]≈ (t ∼ t′ =⇒ t ≤ t′)

with ∼:=≤ ∪ ≥. That is, s → t iff t is ≤-minimal in [s]≈. If we furthermore as-

sume that ≤ is connected and well-founded within any ≈-cell (both standard as-

sumptions of plausibility-models), → is indeed serial, transitive and euclidean as in
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a KB-structure. Moreover, given these assumptions, ≈ can itself be defined as the

symmetric closure of ≤, and thus ≤ can be seen as an encoding of both hard and

soft information (which confirms my point that soft information is best seen as a

refinement of hard information).

The strict relative modality (i.e. the strict implication of C.I. Lewis) is definable

in the usual way

A J B := [≈](A ⊃ B),

but [→](A ⊃ B) is not a genuine variable relative modality. Instead we need:

M, s ð [ A--------------→]B iff [s]
A--------------→ ⊆ ‖B‖M (3)

with

s A
--------------→ t := t ∈ [s]≈ ∩ ‖A‖M & ∀t′ ∈ [t]≈ ∩ ‖A‖M (t ∼ t′ =⇒ t ≤ t′)

and [s]
A--------------→ defined in the same manner as before.

This fact is supported by multiple impossibility-results (see e.g. Leitgeb 2007),

but the basic idea can already be appreciated by considering that [→](A ⊃ B) a claim

about what is actually believed that cannot be used to pre-encode dynamic changes.

Indeed, whereas [≈](A ⊃ B) is itself also a claim about what is actually known, it

can also be used to pre-encode what will be known after one learns A.13

To summarise: (i) hard information is characterised semantically in terms of

an unstructured set of options encoded by an equivalence-relation, can be captured

syntactically by strict modal operators, and has a monotonic dynamics; and (ii) soft

information is characterised semantically by a structured set of options encoded by

a pre-order, can be captured syntactically by a range of variable modal operators,

and has a non-monotonic dynamics. While it can be useful to think of hard informa-

tion as knowledge-like information, and soft information as belief-like information,

the main moral of this section is that one should think of soft information as a

refinement, and not just as an extension of one’s hard information.

4 Logical information

In a popular use of the term, “logical information” refers to the information we

obtain through logical inference. Spelling out what kind of information it is typically

requires one to develop a suitable notion of fine-grained content (Jago 2012) or

otherwise solve the scandal of deduction (D’Agostino and Floridi 2009, Rayo 2012).

13The formal counterpart of this claim is that reduction-axioms for changes in hard information

do not (except for the case of common knowledge, see van Benthem 2011, §3.5) require a dedicated

conditional construction, but changes in soft information do.
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As I’ll use the term, it refers to the information we have in virtue of logic; a use that

is much closer to the concept of a logical situation in the semantics of relevant logic

(see especially Mares 2010, §9) or normal worlds in the semantics of non-normal

modal logics. It is also a use that doesn’t require one to deal with the scandal of

deduction: we can talk about logical information and about the logical information

we have or have access to, but also accept that the information yield of logical

deduction is null.

Formally, and especially if we develop our theory with the help of the metaphor

of logical space, we have a rather good idea of what logical information is. It is the

information we associate with the total logical space.14 On a standard account of

informational content this is equivalent to saying that it is the empty information,

or the information associated with the empty premise-set.

Despite the overall pessimism that surrounds the scandal of deduction, think-

ing about the nature of logical information can help us to further clarify how logic

and information are related. As a provisional definition, we can stipulate that logical

information is the information we have solely in virtue of the level of abstraction we

adopt. That is, logical information is information afforded by the available distinc-

tions. Depending on one’s tendency, this description may seem risky (conceptual

knowledge in disguise?) or just evasive because it does not really offer an expla-

nation that exceeds the formal framework (be it the metaphor of logical space, or

just synonymy-relations). The pluralist and constructionist basis of the informa-

tional conception of logic from Section 2 is nevertheless sufficient to dismiss the

first worry: concepts (or distinctions) are not ‘given’ but developed as part of our

modelling activity.15 If our modelling activity is successful, then its underlying logic

will be correct or adequate for the purpose at hand.16

14This description does not straightforwardly apply to logical spaces that include both logical

and non-logical points. The guiding idea can nevertheless be maintained since even when logical

information is not uniformly available in the logical space, we still look at the total logical space

from the perspective of its logical fragment (formally: consequence and theoremhood are evaluated

at a logical point).
15The following remark taken from recent work of Jeremy Avigad is particularly illustrative be-

cause it uses a similar vocabulary: “Note that I am using the word “language” here in a very broad

sense to refer not only to our choice of words and grammar, but also the way we frame, con-

ceptualize, analyse, and reason about the problems before us. What I am advocating is a view of

mathematics as a linguistic artefact, something we have designed, and continue to design, to help

us get by in the world. (. . . ) Various pieces of mathematics are designed to help us achieve various

goals, and like any human artefacts, they can serve their purpose well or poorly. The philosophical

challenge is to understand the general principles by which they serve our goals well, and to support

the development of better artefacts. In that sense, the philosophy of mathematics can be viewed as

a kind of language engineering, akin to any other design science.” (Avigad 2015, §1).
16The reader familiar with the distinction between strong and weak endorsements of a logic (Beall
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Our provisional definition of logical information can be made more robust by

thinking of logical information as the most basic or general information that shapes

a given modelling activity by supplying criteria for consequence, consistency and

non-triviality, and by providing the basis or even the condition of possibility for

reliable interaction. In other words, a common level of abstraction ensures reliable

communication about the features of a given system. This can be illustrated by the

fact that communication across levels of abstraction is often (and especially when it

isn’t simply cross-purpose) equivocal or even noisy.17

	 	 	

A general account of this proposal is more effectively formulated by analogy with

the notions of common knowledge and common information: logical information

is common information in virtue of the distinctions afforded by a level of abstrac-

tion, and this not only guarantees reliable interaction but also grants certainty about

reliable interaction. Making this point requires one to adopt a multi-agent and inter-

active perspective on logic that goes against the tradition of (most of) 20th century

logic, and sees the single-agent case as the limit of the multi-agent case instead of

seeing the multi-agent case as an extension of the single-agent case.18

Common hard and soft information are easy to define in a multi-agent exten-

sion of the Kripke-structures we described in the previous section. Let us, provision-

ally, focus on common hard information (or common knowledge).

Definition 3 (multi-K structure)

A multi-K structure is a 4-tuple M = (S,A, {≈i}i∈A,‖·‖M) with S a set of points, A a

set of agents, each ≈i an equivalence relation over S, and ‖·‖M a valuation function.

Given such a structure, we can define the relation ≈A as the symmetric and transitive

closure of
⋃
i∈A ≈i, which is equivalent to saying that s ≈A t iff there are finite

and Restall 2006) can now fully appreciate what we won by replacing talk about actual states of the

system (or genuine possibilities) with the need to negotiate between informational virtues. I leave

it open whether this approach can fully resolve disputes over the pragmatics and truth of how a

logical space is constructed (Hofweber 2014, Rayo 2014; 2012).
17One example of this, developed in Allo (2013c), is that from the perspective of many non-classical

logics (and assuming a similar language) classical logic is a noisy logic: missing distinctions do not

surface as uncertainty over the message that is sent, but as noise. If, for instance, we only have

the distinctions afforded by classical logic, we can never convey the intuitionistically weaker ¬¬p
without also conveying the stronger p.

18The multi-agent perspective is richer, and allows one to highlight features of logic that disappear

or become vacuous when only a single agent is taken into account (this too is the method of abstrac-

tion at work!). In Allo (2013b) I used a similar strategy to think about closure and introspection.

Another example is Dutilh Novaes’s (2015) adoption of an explicit dialogical view on logic to discern

a normative aspect of logic that is lost when one focuses on the reasoning of an individual.
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sequences of points s1, . . . , sn and agents a1, . . . , an+1 such that s ≈1 s1, sm ≈m+1

sm+1 for each m < n, and sn ≈n+1 t.
Since for any binary relation ≈i we can define a unary operator [≈i], we can

define such an operator for ≈A as well and this captures the established notion

of common hard information. The formal properties of this type of operator are

well understood (it’s a fixed point, and is not equivalent to any finite iteration of

“everybody is informed”). There is, however, one formal result that can be used

to explain why common hard information and information about the total logical

space are perfectly interchangeable from the perspective of all the agents in A. Let

M1 = (S1, A, {≈i}A,‖·‖M1) and M2 = (S2, A, {≈′i}A,‖·‖M2) be such that:

• S2 = {s ∈ S1 | s0 ≈A s},
• {≈′i}A = {≈i}A ∩ S2 × S2, and

• ‖·‖M2 is the restriction of ‖·‖M1 to S2.

Hence, M2 is just the result of reducing M1 to what is commonly known at s0 in M1.

As a generated submodel of M1, M2 is bisimilar and hence also modally equivalent

to M1 (Blackburn et al. 2001, §2.1, 2.2). This implies that as far as the agents in A
are concerned, there is no difference at all between the two models:19 there is no

information about the logical space or room for distinctions over and above what is

afforded by the common hard information encoded in the logical space.

The above argument explains why nothing is lost by replacing an unrestricted

total logical space by the common hard information in that space, but does not yet

establish that the common ground role of logical information leads to certainty of

reliable interaction. In the context of a dialogue, and assuming an intuitionist back-

ground logic, if Alice puts forward ¬¬p she knows that she will not have to defend

the stronger claim p, and also knows that if her interlocutor Bob later claims that

p he will not solely do so in virtue of her prior claim. That is, Alice knows that she

can accept Bob’s claim as new information, but Bob also knows that she will accept

his claim as novel information. In general, they are both confident (and this fact is

common information as well) that throughout their exchange no information will be

created ex nihilo or merely due to noise caused by misaligned logical distinctions. In

an n-agent interaction this is even more beneficial, for there it will ensure that even

if Alice and Bob have perfectly aligned logical distinctions, their reliance on Carol as

an intermediary to pass on ¬¬p will not introduce p in the communication unless

this new information is independently made available to Carol. Further generalising,

19As may be noted, this argument employs itself the informational perspective on logic described

in Section 2 in the sense that it relies on the relativization of what can be distinguished to the

available conceptual (encoded by Kripke-models) and linguistic resources (modal languages without

global modalities).
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common logical distinctions guarantee that pooling information will not create fur-

ther information; the factual information that can be made common for all agents is

bounded from above by the distributed information available to all the agents (but

see Roelofsen (2006) and Allo (2013b, §5) for further qualifications of this claim).

This approach is reminiscent of how Lewis (1969) developed an account of

how language could be grounded in convention; a concept he analysed in terms

of common belief. My goal here is more modest, and my agreement with Lewis’

views is therefore best restricted to the role of common information in successful

and reliable interactive practices. In addition to the link with language as conven-

tion, conventions and common beliefs are also associated with norms. Pettit (2002),

for instance, explicitly incorporates a common belief requirement in his definition

of norms as a particular type of regularity (337ff). Given the traditional view that

logic is a normative discipline (though spelling out what it is normative for is more

complicated), the latter association is surely attractive.

	 	 	

Logical information is information associated with a level of abstraction or the in-

formation afforded by the available distinctions at that level of abstraction. In that

sense, it is information grounded in what can be distinguished and what can be ex-

pressed. The same information can also be understood normatively, for available

distinctions also fix standards for valid deduction, and standards for non-triviality.

Logical spaces are particularly effective in capturing these two roles, and within this

formalism we can often identify the logical information with the total logical space.

In an interactive setting, logical information is also common information. Not only

is common hard information within a group informationally equivalent to logical

information simpliciter (i.e. the total logical space), but it is also information that is

uniformly and transparently available to all members of the group. Such features

underscore the normative role of logic in informational interactions (dialogues, de-

bates, asking and answering questions, . . . ). Whereas Dutilh Novaes (2015) charac-

terises the normative role of logic by pointing to the strategic advantage of relying

on deductively valid inferences in adversary dialogues (the conclusion of a valid

argument cannot be challenged if its premises are already accepted), stressing the

common nature of logical information gets us closer to cooperative goals of infor-

mational interactions by making sure the interaction is reliable. Stenning (2002)

explicitly connects the importance of alignment in adversarial situations:

[L]ogic plays its part as a criterion for alignment between interpretations,

especially in adversarial communication, when meanings are least clear

and passions most inflamed. (Stenning 2002, 6)
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Logical information is traditionally conceptualised as a kind of hard information.

In this section I made no such assumption, and in the next section I will actively

challenge this view by showing that at least some soft information qualifies as logical

information.

5 Soft Logical Information

The qualification of logical information as knowledge-like or hard information is

a basic, metaphysically neutral, and therefore almost unassailable aspect of our

thinking about logical truth and logical consequence. Once we settle for a deductive

account of logic, the fit with hard information seems inevitable. My present con-

cern is not with the latter identification, but with the question of whether there is

a sensible and useful notion of soft logical information that is related to defeasible

inference-patterns in the same way as hard logical information is related to deduc-

tion. Developing a philosophical account of non-monotonic consequence within an

informational conception of logic requires a continuity rather than a sharp cut-off

between the deductive and the non-deductive, and a useful account of soft logical

information is essential in that respect.

Although the field of non-monotonic logic includes an incredible diversity of

formalisms, the central role of preferences in the semantic characterisation of non-

monotonic consequence relations has been recognised at least since the seminal

work of Shoham (1987). As codifications of common-sense reasoning forms, many

non-monotonic consequence relations (and conditionals) are adequately described

as formal inference mechanisms that rely on deductive logic to characterise non-

deductive inference forms, but only qualify as logics as a matter of family resem-

blance. Within an informational conception of logic as described in earlier sections,

such systems do not require a notion of soft logical information when the prefer-

ences they rely on cannot reasonably be considered formal or otherwise “logical”.

This much should be uncontroversial: jumping to the conclusion that Tweety can fly

upon learning that Tweety is a bird can hardly be described as a logical move.20 As

explained in for instance Velázquez-Quesada (2014), many common forms of am-

pliative or non-deductive reasoning can be studied as forms of belief-dynamics or

dynamics involving soft information. Using the term soft logical information here is

neither sensible nor fruitful.

There is, nevertheless, a sub-type of non-monotonic logic that appears to rely

20This also matches the core concerns of the study of such inferences, which is aimed at the diffi-

culties of managing and combining many (often incompatible) defeasible inferences; as exemplified

by the Nixon Diamond.
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on a logical kind of soft information (Allo 2016), namely where the relevant inference-

patterns that are codified are not supra-classical (and hence could be thought of as

truth-preserving in at least a classical sense) and/or where the soft information that

underlies these inference-patterns can be described as purely formal instead of fac-

tual or material. Paraconsistent logics that compensate the loss of certain classically

valid argument-forms by reintroducing them as defeasible inferences are a textbook

example, where for instance a defeasible form of the disjunctive syllogism allows

one to derive B from ¬A∨ B and A on the assumption that A behaves consistently.

This is the approach taken by Batens (1989; 1999) and Priest (1991). If we only

consider the semantic characterisation of the consequence-relations that sanction

such defeasible applications of classically valid arguments, we see that they can be

based on soft information (i.e. the ordering of models or points in a structure) in

exactly the same way as other plausible inferences can be encoded in soft informa-

tion. Instead of considering states or models where Tweety is a typical flying bird

more plausible than those where Tweety is a penguin or an ostrich, they just take

consistency as a standard or measure of plausibility.

As before, and adapting results from Allo (2013a), this approach can be cap-

tured within a Kripke-style semantics.

Definition 4 (Ab structure) An abnormality structure is a 4-tuple M = (S,≈,�
,‖·‖M), with S a set of points, ≈ an equivalence-relation over S, � a pre-order over S,

and ‖·‖M a valuation-functions such that, given a set Ω that can be characterised by

a possibly restricted logical form, and a function Ab : S , P(Ω) for which Ab(s) =
{ω ∈ Ω | s ∈ ‖ω‖M}, we have:21

s � t iff Ab(s) ⊆ Ab(t) (†)

Given such a structure (a special case of hard/soft structures), the conditional [ A--------------→]B
can (if

A
--------------→ is defined relative to � instead of ≤) function as a conditional that captures

a non-monotonic consequence-relation at the object-level in the same way as a strict

implication relates to a monotonic consequence-relation. Specifically, if S is a logical

space that contains all models of the paraconsistent logic LP22 and Ω is the set of all

21Note that � can now no longer be assumed to be (locally) connected.
22This variant of strong three-valued Kleene logic is one of the simplest propositional paraconsis-

tent logics. It is obtained by including a third ‘intermediate’ semantic-value and treating both True

and the intermediate value as designated values. This renders the disjunctive syllogism as well as

modus ponens and tollens invalid, but retains the so-called De Morgan properties. As in Allo (2016,

§5), I develop my argument in terms of LP and its non-monotonic extensions to retain a certain con-

tinuity with existing debates. This focus does not do justice to the wide variety of systems that were

developed by Batens and his collaborators. The interested reader should consult Strasser (2014) for

a broad but formally highly detailed overview.

This article has been accepted for publication in the Journal of Logic and Computation

Published by Oxford University Press.

17



Hard and Soft Logical Information

atomic contradictions (A∧¬A for A atomic), then M, s ð [ A--------------→]B will hold whenever

[s]≈ ∩ ‖A‖M 6= ∅ and B can be defeasibly derived from A using the non-monotonic

extension of LP driven by the assumption that all inconsistencies, except those that

cannot be avoided in view of the information in [s]≈ ∩ ‖A‖M, are false.23

Abnormality-structures of this kind satisfy both the requirement that the con-

ditional we defined within these structures does not extend classical logic, and that

the pre-order � encodes soft information that can be defined on the basis of a purely

formal (or more precisely, schematic; see Dutilh Novaes (2011, §2.1.1)) criterion. It

is, thus, a prima facie example of non-monotonic consequence that is best explained

by appealing to a kind of soft logical information. There are, however, some addi-

tional wrinkles.

	 	 	

The main worry follows from how Beall (2012) objects to the use of a non-monotonic

strengthening of LP as an all-purpose logic on the ground that it no longer guaran-

tees that we can never move from true premises to false conclusions. In a reply,

Priest (2012) counters that as an ampliative logic, the non-monotonic strengthen-

ings of LP were never meant to be truth-preserving in the first place.24 This isn’t

particularly helpful, since it merely reiterates the distinction between deductive and

ampliative logics, but does not provide additional reasons to treat assumptions of

consistency any different from other assumptions of normality or typicality. This is

to be expected. As dialetheists, Beall and Priest agree that consistency is not a logical

criterion or requirement at all. Beall’s subsequent work on the delimitation of logic

(Beall 2015; 2014) develops a second argument that has interesting consequences

for the distinction between hard and soft (logical) information.

Beall’s original objection is this: because the assumption of consistency can

lead us from a true LP-theory to a false extension of that theory, it violates the re-

quirement of general reassurance which he thinks should be a basic requirement on

any logic.25 His second, indirect, objection is based on the claim that “Logic con-

strains the space of rationally available options” (Beall 2015, 5), but does not tell us

which options we should actually retain. In other words, logic tells us about what is

23The reader is referred to Allo (2013a) for a more precise statement of this claim, and especially

for its more general formulation in Theorems 3 and 5 of that article.
24In the original papers, Batens presented similar systems as corrective instead of as ampliative

logics. Classical logic was seen as the correct standard of deduction, but a non-monotonic mecha-

nism had to take care of the cases where it over-generated due to the presence of inconsistencies

that the intended standard of deduction couldn’t accommodate.
25This is a strengthening of the requirement (which is satisfied) that the defeasible assumption of

consistency cannot lead us from a non-trivial LP-theory to a trivial extension of that theory.
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possible (given certain assumptions), but does not add any further structure to this

space of possibilities. Although he doesn’t use this terminology, he thereby affirms

that all logical information is hard information. This is essentially an argument that

is based on a presumed division of labour between logical and extra-logical (epis-

temic, pragmatic) criteria of rationality. The argument from general reassurance, by

contrast, is a pure truth-based argument: from a dialetheist standpoint LP must re-

place classical logic because it is truth-preserving in situations where classical logic

isn’t (namely in the presence of true contradictions). The requirement of general re-

assurance implies that a strengthening of LP is only acceptable if it is consistent with

the original reasons for adopting LP. Within the conceptual framework developed in

the preceding sections, the conclusion of both objections can be avoided.

On an informational conception the requirement of general reassurance is eas-

ily dismissed. Since logic-choice is based on an acceptable equilibrium between the

discriminatory power (useful distinctions) and deductive strength (useful conclu-

sions) in a given context (and for a particular purpose), triviality can be seen as

the total opposite of such an equilibrium: it collapses all distinctions, and only ex-

changes it for many (arguably useless) conclusions. This can be used to explain

what’s wrong with the classical reduction of any inconsistent theory to the trivial

theory without having to appeal to the truth of at least some inconsistent theories,

or even the falsity of the trivial theory. As a consequence, if classical logic is rejected

(in a certain context) because it fudges all distinctions (in that context) and replaced

by a logic that fares better in that respect, then this logic could also be extended

in a non-monotonic way while remaining consistent with the original reasons for

abandoning classical logic. Indeed, on this account the requirement of reassurance

(see fn. 25) exactly captures the minimal requirement that should be observed.26

The argument from a presumed division of labour between the logical (mere

possibilities) and the extra-logical (additional structure or criteria) is countered in

two moves.

	 	 	

The first move relies on the account of logical information proposed in Section 4,

and in particular on the suggestion that logic does not merely supply criteria for

26One worry may be that I’m at best changing the subject, and indeed have altered logic at its

very core by refusing to let considerations of truth to come into play. This can be countered in two

ways. First, since too narrow connections between truth-preservation and logical consequence are

known to be problematic for a wide range of non-classical logics, an informational conception based

on more general informational virtues may in fact better serve our goals. Second, since arguing for

the falsity of the trivial theory is perhaps not that much easier than arguing for the falsity of an

inconsistent theory (Mortensen 2005, Priest 2006), an informational conception may also allow us

to remain on more tractable grounds in that regard.
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consequence, consistency, and non-triviality, but also a basis for reliable informa-

tional interaction. Soft information can by definition only provide defeasible criteria

of consequence, and this feature is shared by common patterns of defeasible in-

ference and the specific “logical” patterns considered in the previous paragraphs.

In that sense it may be deemed insufficiently robust to count as logical in any tra-

ditional sense. The soft information or preferences on which the latter are based

are purely formal preferences (schematically defined, and motivated by a criterion—

like consistency—associated with logic), that are defined over the total logical space.

Such global preferences thus automatically encode soft common information, which

supply a common ground and can play a normative role in an interactive setting.

We extend abnormality-structures to the multi-agent case to make this role

explicit.

Definition 5 (Multi-Ab Structure) A multi-agent abnormality-structure is a 5-tuple

M = (S,A, {≈i}i∈A,�,‖·‖M) with S a set of points, A a set of agents, each ≈i an

equivalence-relation over S, � a pre-order over S that satisfies (†) for a given set of

abnormalities Ω, and ‖·‖M a valuation-function.

Relative to such structures, we can represent the common (≈A) and individual (≈i)
hard information of the agents as well as their common logical soft information (�),

and individual soft information (≈i ∩ �). The main difference between factual and

logical soft information is that the latter is shared by all agents; it is uniformly and

transparently available to all. As such it is similar to hard logical information, and

indeed in both cases the result is that given the same hard factual information, two

or more agents should have the same individual soft information in virtue of making

the same assumptions or using the same logical preferences. This suggests that soft

logical information could also be beneficial for cooperative and adversary dialogues,

but here things become more complicated. Whereas in the case of hard logical

information differences in individual hard information lead to different information

but do not allow for misleading interactions, this is no longer the case with soft

logical information.

Indeed, it can be shown that the failure of general reassurance exposed by Beall

is structurally similar to a well-known feature of belief-dynamics: true information

can be used to mislead. Figure 2 below illustrates how the failure of general reassur-

ance can be exploited to mislead without the use of false information. Here, Alice

(full circle around the left state) tells Bob, who initially only has the information that

either p or r , that p is the case (which is indeed true). In view of this, Bob jumps

to the false conclusion that ¬r (on the implicit, but mistaken assumption that p
behaves consistently).
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Figure 2: No general reassurance Figure 3: “Weinstein” scenario

Figure 4, the “Weinstein scenario” (a standard example used by Baltag & Smets),

illustrates a similar phenomenon where Weinstein believes that he’s a genius who’s

definitely not drunk, but will retract his belief that he’s a genius upon learning that

he’s drunk. Here too, an update with true information leads to a false belief because

a sensible assumption does not appear to hold.

Consequently, the fact that soft logical information is common information

is not sufficient to ensure reliable informational interactions, and it can even be

used to exploit differences in information and actively convey true but misleading

information. This is to be expected, and is entirely in line with how Dutilh Novaes

(2015) explains the normative value of deductive arguments in adversarial debates:

Only hard information is immune to the threats of information-hiding. When re-

described in terms of what can and cannot be distinguished, the result seems equally

grim since Bob will rely on distinctions that appear too coarse to properly process

the message received from Alice.

But this rendering is misleading, since Bob is actually able to distinguish p∧¬p
from absurdity and only provisionally chooses to ignore this distinction on the basis

of currently available information. In other words, the distinctions encoded in soft

logical information can act in a self-correcting manner: available distinctions based

on hard logical information can be fudged, but can always be retrieved as well.

Since soft logical information is associated with the total logical space, it remains

in place and acts as a permanent revision-policy. As such, it only ensures reliable

informational interaction in the limit, or relative to the total information available

to all agents. From the perspective of the individual agent, relying on soft logical

information carries risks, but from the perspective of the group or relative to the

information in the total system soft logical information can be normative (i.e. it tells

you what to take into account to reach certain epistemic goals) in exactly the same
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way as hard logical information is, for it encodes how the information-yield should

be optimized (in a sense further developed below) once all the available information

is made accessible to all agents.

	 	 	

The second move relies on the identification of logic-choice with finding an adequate

mix of deductive strength and discriminatory power. That is, a logic is adequate in

a given context or for a given purpose if the distinctions it allows ensure that the

relevant conclusions can be deduced, and this at a sufficiently fine-grained level. The

upshot of appealing to this contrast is that soft logical information can be seen as

a further refinement of the balance that can be reached on the basis of hard logical

information. If we look at deductive strength, a weaker logic is obtained by removing

all (possibly restricted) instances of one or more arguments from a stronger logic.

In LP, for instance, all instances of the disjunctive syllogism are invalid. If we look

at discriminatory power, a more discerning logic will discriminate all instances of

some formula’s A or B (each of a particular, possibly restricted, logical form) that

are fudged by a less discerning logic. Again, in LP any two contradictions A ∧ ¬A
and B∧¬B will be logically distinct iff A and B can be distinguished as well, whereas

classical and intuitionist logic will fudge all of them. This means that, if we only look

at hard logical information, the exchange of new distinctions for losses of deductive

strength proceeds in a rather crude way. Accommodating a certain inconsistency by

distinguishing it from absurdity, and hence blocking the road to triviality, requires

one to distinguish all schematically similar inconsistencies and thus giving up a lot

more valid arguments than one should have to.

This point can be made even stronger: if in a given context p ∧¬p is or could

be derived, then giving up the specific instances of the disjunctive syllogism that

could lead to triviality is beneficial, or, equivalently, being able to distinguish p ∧
¬p from any other contradiction is equally beneficial. At the same time, rejecting

all other instances of the disjunctive syllogism is evidently more costly, and the

additional distinctions that are gained through this move are equally irrelevant. In

other words, the exchange of inferences for distinctions is hardly optimal if logical

distinctions can only be encoded as hard information; a single beneficial exchange

is automatically coupled to a much wider range of useless exchanges of potentially

valuable inferences for apparently useless distinctions.

Such crudeness is common in logic, and is closely associated to the require-

ments of truth-preservation and formality. Not only does a focus on truth lead to

a very coarse account of semantic content—a notoriously hard problem in relation

to the individuation of propositional attitudes like knowledge or belief—, but here
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we see that formality enforces distinctions that are too coarse to reach an optimal

information-yield (understood as relevant conclusions at a sufficiently fine-grained

level). The informational conception of logic is primarily aimed at the first issue

(see §2 and Allo and Mares 2012), and extending it with an account of soft logical

information allows us to deal with the second issue as well. The cost, in this case,

is that we have to give up certain formal features that are traditionally associated

with formality. Failures of formality are much less of an issue as one may think.

Dynamic epistemic logic, for instance, is a typical example of a family of logics for

which uniform substitution fails, and for which the question of schematic validities

remains an active area of research (van Benthem 2006, Holliday et al. 2013). In that

case, schematic validity is closely tied to syntactical form, and the failure of uniform

substitution does not pose a threat to the presumed formality of logic. The ques-

tion we face here is whether the non-uniform treatment of contradictions (some are

lumped together, but others are kept apart) or the rejection of instances of argu-

ments is consistent with our previous emphasis on formality (recall that I stressed

that soft logical information is based on a formal criterion).

A moderately positive answer is available here as well. The crucial consider-

ation is that a different treatment of several contradictions is only based on the

currently available information (the inferential context) and not on the meaning or

intended interpretation of the non-logical vocabulary. Whether or not p∧¬p has to

be kept apart from absurdity depends on whether the available information makes

p∧¬p a live possibility,27 and this depends on what can be derived, but not on what

the constituent non-logical terms mean. Since the available information may change

over time, a defeasible dynamics is inevitable (what was not initially derivable, may

become derivable with new information), but this dynamics is entirely accounted

for by the informational context. Hence, the apparent failures of formality are en-

tirely motivated in terms of a broader account of logic-choice, namely the need to

optimise information-yield in a specific context and for a particular purpose, and a

view of soft information as a refinement of hard information. On such an account,

a content or meaning-driven dynamics isn’t needed at all.

If we consider what Humberstone calls 1 and 2-synonymy, the contextual na-

ture of distinctions can be made more precise. Here, 2-synonymy coincides with

≡` as defined by (Syn`), whereas 1-synonymy is merely tied to theoremhood in the

sense that A and B are 1-synonymous iff

` C(A) iff ` C(B).
27What this means depends on the underlying strategy, but it at least depends on whether it can

be derived simpliciter, or derived as part of a minimal disjunction of inconsistencies.
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When applied to nonmonotonic extensions of paraconsistent logics, this means that

(no context) all contradictions will be 1-synonymous, whereas (context) 2-synonymy

will vary with the inferential context specified by the premises.

6 Conclusion

None of the above establishes that certain logics that codify certain defeasible in-

ference forms can or should be adopted as a kind of universal, or general purpose

logics. This is intended. Instead, what I believe to have established is that a philo-

sophical account of logical consequence that is grounded in the methodology of

the philosophy of information need not be restricted to deductive reasoning-forms,

but can be extended to a wider range of informational practices, and ampliative in-

ference in particular. In doing so, a very general account of logic choice based on

informational virtues and a deliberately chosen multi-agent perspective have largely

replaced or at least generalised the traditional concepts used to characterise logic.

This does not lead to a change in subject, but generates a better philosophical ac-

count of contemporary logical practices.
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